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Into the classical Lifson-Roig model of the helix-coil transition in homo (poly) amino acids, we 
introduce a simple long-range interaction which models hydrophobic contacts between 
secondary structure elements, yet at the same time, retains its essentially lD character. 
Although its properties cannot be determined analytically anymore, the model can be studied 
readily by Monte Carlo computer simulations. We show that our model assumptions lead to a 
markedly changed behavior in the transition from random coil to "folded" states. Remarkably, 
even in a homopolymer, the additional long-range interactions stabilize structures resembling 
secondary structure elements of globular proteins in number and average size. We present 
results from our simulations which demonstrate a glasslike transition behavior of the 
homopolymer model as well as an on-site construction mechanism for the formation of a helices. 

I. INTRODUCTION 

Since Anfinsen'sl demonstration that, at least for some 
proteins, their complicated three-dimensional structure is 
completely encoded in their one-dimensional amino acid 
sequence, the question of how this coding is achieved and 
how a three-dimensional structure can be constructed from 
a knowledge of primary sequence alone has attracted ever 
growing interest. 

This protein folding problem owes its intricacy to sev­
eral factors, the foremost of which is the astronomically 
large number of conformations accessible to a protein 
chain made up of only a few dozen monomers, which ren­
ders an exhaustive search of conformations impossible. 2 

Rather, during the very early stages of folding, the confor­
mation space accessible to the chain has to be reduced 
substantially in size by means of interactions between 
monomers which are not too far apart from each other 
along the chain, and which, therefore, have a sufficiently 
large probability to encounter each other during a random 
search. The formation of secondary structures, notably of 
a helices, could serve that purpose. 

However, such local interactions alone do not suffice to 
understand the protein folding problem, as has been shown 
by numerous attempts to predict secondary structure oc­
currence from primary sequence.3,4 The importance of non­
local interactions between monomers which are spatially 
close to each other in the folded protein conformation, but 
far apart in the primary sequence is another factor which 
complicates the folding problem since it can lead to a very 
complicated free energy landscape. Various, structurally 
completely different, chain conformations may be energet­
ically close to each other, but separated by high barriers of 
free energy giving rise to glasslike behavior with extremely 
long relaxation times for transitions between such min­
ima.5,6 

In principle, the dynamical behavior of protein mole­
cules can be addressed using the methods of molecular 
dynamics (MD) computer simulations.7 However, despite 
the enormous recent progress in this field, the sheer size of 
the systems under study still poses an unsurmountable 

problem. Real-time simulations on even the fastest com­
puters cover 102 to 103 ps at most, to be compared with 
real folding times in the range of seconds to minutes and 
longer. 8 

On the other hand, progress in the experimental study 
of the protein folding process has led to the description of 
identifiable intermediates formed within milliseconds dur­
ing the folding process;9,l0 Although these intermediates 
are rather ill defined structurally, they nevertheless tend to 
have a high content of secondary structure, at times even 
higher than that of the native state of the respective pro­
tein.lO 

For the study of the extremely relevant time scales in 
the nanosecond to millisecond range, there is, up to now, 
no better choice than to use simplified models. Such mod­
els necessarily represent compromises in that they should 
be easy to handle, yet realistic, at least, in their gross fea­
tures. Here, the goal is to identify those features which 
allow to model proteinlike folding dynamics rather than to 
describe the folding of a particular protein. The most com­
mon approaches include the use of lattice models, use of 
stochastic instead of deterministic dynamics, and even a 
reduction of space dimension. 11- 16 In recent years, it has 
become clear that an analysis of such strongly simplified 
models can produce significant insights into the generic 
properties of the protein folding process. 

Classical treatments in the history of simplified 
statistical-mechanical polypeptide models have been put 
forward by Zimm and Bragg,l7 and by Lifson and Roig. 18 

In their original versions, these models describ"e the helix­
coil transition in homo (poly) amino acids. Since only in­
teractions between monomers separated by four positions 
along the chaip. are required to form a-helical structures, 
these models are essentially one-dimensional and can be 
solved analytically. Furthermore, they could be shown to 
reproduce the experimental data to a satisfactory degree. 19 

Therefore, it was feJt that these models should be extended 
to the case of heteropolymers in order to be applicable to 
the dynamics of secondary structure formation in proteins. 
A vast amount of work has been dedicated to the formu-
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lation of a heteropolymer model2o and to the experimental 
determination of model parameters for the naturally occur­
ring amino acids.21 However, as stated before, the descrip­
tion of a protein on the basis of local interactions alone is 
not adequate for the study of the folding process. Several 
attempts to incorporate an albeit simple form of tertiary 
interaction between a helices into the model have been 
undertaken.22,23 However, the requirement that the models 
should still be analyzable analytically, led to severe restric­
tions in the form of the interaction. Nevertheless, the en­
suing analytical results were quite complex and could be 
analyzed numerically only. 

In this paper, we present a model which retains the 
local interactions of the Lifson-Roig model, yet into which 
we introduce a simple form of tertiary interaction, similar 
in spirit to but more general than the ones suggested be­
fore. We have tried to maintain the essentially one­
dimensional character of the earlier models. Due to the 
newly introduced interaction, the properties of our model 
cannot be determined analytically anymore. However, the 
model can be simulated easily already on small computers. 
Although the nonlocal interaction introduced here is 
among the simplest conceivable, and therefore, especially 
easy to handle computationally, it introduces a host of 
interesting new properties. In particular, it allows a stabi­
lization of folded structure elements that are in some re­
spects characteristic of folded globular proteins. 

Since the formation and stabilization of secondary 
structure represents an important aspect of protein folding, 
various scenarios have been developed to describe the ki­
netics of these processes. In the di./fusion-collision 
model,24,25 it is assumed that secondary structure elements 
form very early on in the folding process, undergo mutual 
diffusion, and are stabilized upon correct collision with 
each other. On the other hand, on-site construction26,27,15,16 

models suggest the growth of secondary structure from 

L L-I n-I 

only a few initiation sites, during which the secondary 
structure elements stabilize each other already in the pro­
cess of their formation. 

To be able to distinguish between such different sce­
narios of the early folding stages, we have introduced into 
our model an additional feature which allows for a simpli­
fied mutual diffusion of secondary structure elements. Our 
aim, here, is to study the factors which favor or suppress 
diffusion-collision or on-site construction processes, re­
spectively. 

In the next section, we will introduce our model. In 
Sec. III, the ground state properties are analyzed in some 
detail. Simulation results for the folding/unfolding transi­
tion and for the low temperature dynamics of the model 
are represented in Sec. IV. Section V closes the paper with 
a brief summary and an outlook to heteropolymers. 

II. DESCRIPTION OF THE MODEL 

We will represent the conformation of an amino acid 
homopolymer of length L as a linear string in which each 
monomer i, i= l,oo.,L, is assigned a label ui=h, c+, or co, 
according to its local conformation. Following the classical 
treatment of the helix-coil transition in homo (poly) amino 
acids by Lifson and Roig,18 we denote by h any residue 
with dihedral angles within a range characteristic of resi­
dues in a helices. All nonhelical residues are assumed to be 
in "random coil" states and are labeled either c+ or co, the 
distinction between which will be clarified below. The ex­
istence of any secondary s,tructure other than a helices is 
ignored here for simplicity. This is also a valid assumption 
for at least some globular proteins (of the "all-a" type). 

Choosing the all-c+ chain as the reference state, the 
free energy of any chain conformation of length L with n 
helices of individual lengths Ii (i= l,oo.,n) can be cast into 
the form 

F=-T 2: ilS(Ui)+aEHB 2: H(Ui_I>Ui,Ui+I)+ 2: Ci,i+IEj~t~ct. 
i=1 i=2 i=1 

(1) 

\ ~\ ~ 
~ ""' local contribution nonlocal contribution 

The first, entropic, term is due to the restriction of 
conformation space of h or cO residues as compared to the 
conformation space of the reference c+ residues. Denoting 
the conformation space volume of conformation Ui by 
V(Ui), we obtain 

(2) 

where k B is Boltzmann's constant. Following the adapta­
tion by Lifson and Roigl8 of an experimental parameter 
first discussed by Zimm and Bragg,17 we set 

V(h)/[ V(c+) + V(co)] =0.0141, 

which leads to 

The second term in Eq. (1) represents the contribution 
from intrahelical hydrogen bonds that stabilize the helices. 
The establishment of an a helix requires the formation of 
at least one intrahelical hydrogen bond. Each hydrogen 
bond, in tum, requires three successive h residues along the 
chain.28 In Eq. (1), this requirement is implemented by 
setting 

(3) 
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FIG. 1. Schematic representation of an amino acid homopolymer in 
which three distinct a-helical stretches have formed. The two larger he­
lices are arranged in a hairpinlike structure which allows their amino acid 
side chains to interact with each other in the cOntact zone (indicated here 
by black bars between the helices). 

Therefore, we obtain helices of length 1(t~3) with 1-2 
hydrogen bonds of energy AEHB<O each. Note that in 
random coil stretches, identified by the absence of intrahe­
Hcal hydrogen bonds, some residues (or even pairs of res­
idues) may, by chance, have dihedral angles characteristic 
of a helices and will then be labeled h, accordingly. How­
ever, these h residues will not contribute to the hydrogen 
bond term in Eq. (1) and will not be considered parts of 
helices. 

Helices forming a tertiary contact between them stabi­
lize each other mutually. In order to allow for such a con­
tribution to the free energy, we have divided the nonhelical 
conformation space c of Lifson and Roig into two sub­
spaces, introducing the random coil conformations cO and 
c+. We will assume that cO residues do not contribute to 
interhelical distances; in contrast, random coil residues c+, 
and isolated h residues (or pairs of them) in random coil 
stretches do contribute. Therefore, any two helices sepa­
rated solely by CO residues are supposed to be in contact 
with each other.29 If not otherwise stated, we assume the 
conformations c+ and CO to have equal a priori probabili­
ties, i.e., the respective conformation space volumes are 
equal, V(c+) = V(co). This yields AS(c+) =AS(co) =0 in 
Eqs. (1) and (2). 

Tertiary interactions between helices can in a first ap­
proximation be considered to be proportional to the area of 
mutual contact.30 In order to obtain a simple measure for 
the area of mutual contact, we assume for simplicity that 
two helices can adopt a hairpinlike structure in which they 
are supposed to be arranged "in register" as shown in Fig. 
1.31 Thereby, the contact energy is determined by the 
length of the shorter helix (k < 0) , 

(4) 

The sum in Eq. (1) is over all helices, with Ii the length of 
the ith helix, and 

{
I if helices i and i + 1 are in contact; 

Ci,i+ 1 = 0 else. (5) 

For k=O, the original Lifson-Roig model is recovered. 

The contributions labeled as local in Eq. (1) are iden­
tical to those in the model of Lifson and Roig. Interactions 
within the chain which can depend on the conformations 
of stretches of arbitrary length-like the contact energy, 
Eq. (4 )-can be called non local. The introduction of such 
a n6n1ocal interaction renders it impraCtical at least, if not 
impossible, to evaluate the thermodynamic properties an­
alytically. 

However, as win be discussed below, the ground states 
c of .our model can el;!silybe determined analytically. Ther­
modynamic and dynamic properties can be studied best by 
simple Monte Carlo simulations; in an elementary step, a 
monomer within the chain is chosen at random, and a 
random attempt to change this monomer's conformation is 
made which is accepted or rejected according to the Me­
tropolis algorithm.32 By a Monte Carlo step (MC step) we 
will denote the number of elementary steps during which, 
on the average, each monomer within the chain is sub­
jected once to an elementary step. For a polymer length of 
100 residues, we have obtained an average simulation time 
of 0.1 s CPU time per Monte Carlo step on a JL VAX 3. 
Therefore, our model can easily be analyzed already on 
currently available personal computers. 

The introduction of the conformation co, which does 
not contribute to the distances between helices, gives rise to 
a very interesting feature in this model, i.e., the intercon­
version c+ ~CO yields a one-dimensional model representa­
tion of the three-dimensional diffusional movement of in­
dividual helices against each other. Yet, it still allows the 
unambiguous representation of any chain conformation in 
a linear string of labels ai' 

However simplified, the model presented here allows 
us to study how nonlocal interactions can influence the 
generic characteristics of the "folding process" of an amino 
acid polymer. Notably, since the model allows for diffu­
sional movement of secondary structure elements, it can 
distinguish contributions of diffusion-collision processes to 
secondary and tertiary structure formation from on-site 
construction processes in the early phases of folding. 

In the following, we will usea parameter b, defined by 

(6) 

as a dimensionless measure of temperature. Mark the in­
verse dependence of bon T, in analogy to /3= lIkBT. This 
parameter closely resembles the quantity In w introduced 
by Lifson and Roig; the transition point of the Lifson-Roig 
model (k=O) is near b=O. 

In closing this section, we would like to shortly review 
approaches where interactions similar to Eq. (4) and Fig. 
1 have been considered before. Closest to our model is 
probably Lauritzen and Zwanzig's description of two­
dimensional polymer crystallization,33 which they solved 
analytically for the thermodynamic limit (i.e., infinite 
chain length) case. Their essential result is a low­
temperature phase exhibiting mutually interacting neigh­
boring polymer strands of finite length. However, second­
ary structure formation, which we feel is essential for the 
application to protein folding, was disregarded in their ap-
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proach. Poland and Scheraga,22 and later Skolnick,23 con­
sidered systems with interhelical contacts where helical 
and coil secondary structure was taken into account. Both 
had to introduce various levels of constraints (only a given 
number of interacting helices, restrictions on helix and 
loop lengths and various different treatments of loops), so 
that the partition function could be described by either 
transfer matrix (for short chain lengths) or generating 
function (for L-+ 00) techniques. Moreover, their models 
differ from our model in that various parameters they have 
to use have no counterpart here. These considerations, and 
the unwieldy formalism they employed, do not make it 
appropriate, in our opinion, to compare their results to the 
ones we will present here. 

III. FREE ENERGY MINIMA 

A. Ground state conformations 

In the low temperature range, the entropic term in Eq. 
(1) becomes small in comparison to IlE H B' In the limit of 
k=O, i.e., the Lifson-Roig case, our model shows a single, 
well-defined minimum of free energy which corresponds to 
a chain conformation with a single helix spanning the 
whole chain. However, by introducing the possibility of 
interhelical interactions, this situation is changed mark­
edly. It turns out that now there are several different local 
free energy minima in the low temperature range which 
can be characterized by the number of helices in the chain. 
The corresponding chain conformations have some prop­
erties in common,irrespective of their numbers of helices. 
They are as follows. 

(i) All h residues are part of helices. 
(ii) The chain conformations contain only h and CO 

residues, since neither do c+ residues take part in the for­
mation of hydrogen bonds, nor do they allow the contact 
interaction between adjacent helices. 

(iii) As a consequence of (i) and (ii), all helices are in 
contact with their direct neighbors in these chain confor­
mations; we refer to them as compact conformations. 

(iv) The loop between any two helices invariably con­
sists of a single cO residue. Any longer loop would only 
shorten at least one of the adjacent helices, thereby reduc­
ing the number of hydrogen bonds and, possibly, the con­
tact energy as well. 

For any given number of helices, these properties al­
ready determine the local contributions to the free energy. 
In contrast, the contact energy contribution depends on 
the lengths of the individual helices. As a consequence, the 
conformation with the lowest free energy will be degener­
ate if the helical residues cannot be distributed evenly 
among the helices. This structural degeneracy is due to 
purely geometrical constraints arising from the condition 
that the total chain length L and the lengths of the n 
helices be integers, and will be referred to as g(n;L). Table 
I shows g( n; L) for chain lengths of about 100 and for helix 
numbers from 2 to 8. The results presented in Table I have 
been determined numerically. Note that, for a given num­
ber of helices, a very small change in chain length can 
result in a strong variation in the degree of degeneracy. 

TABLE I. Degeneracy of local free energy minima. 

No. of 
Chain length 

helices 98 99 100 101 102 

2 2 2 2 
3 I 5 2 5 
4 2 10 5 2 
5 2 20 10 5 
6 10 5 2 1 36 
7 65 36 20 10 5 
8 36 20 10 5 2 

However, if a free energy minimum is degenerate, its free 
energy corresponds to that of a chain conformation for 
which the mean square deviation of the lengths of the in­
dividual helices from their average is a minimum. 

The free energy at the local minima solely depends on 
the respective helix number n, and on the parameters L, k, 
and b (or, alternatively, T). Using the above properties, 
we obtain 

Fmin(n;L,k,T) =IlEHB(L-3n+ I) - (n-I)kBTM(co) 

-(L-n+l)TM(h) 

+k{ [ L-:+ 1] (n-I) 

+ [(L-n+ l)mod n] +Sn,I-1} 

-kBTlng(n;L) (7) 

for (L-n+ I)/n;;,.3, which is the criterion that n helices 
can exist at all in a chain of length L. In contrast, the zero 
helix free energy minimum, i.e., the random coil state, 
comprises all the chain conformations made up solely from 
c+ or cO residues. Due to its 2L -fold degeneracy, its free 
energy is given simply by 

F min (O;L,k,T) = -k BT LIn 2, (8) 

irrespective of the value of M(co). 
For any given temperature, we refer to the chain con­

formation corresponding to the global free energy mini­
mum, i.e., 

Fmin(L,k,T) =min(Fmin(n;L,k,T», 
n 

(9) 

as the effective ground state at this temperature. 

B. Approximate phase diagram 

From Eqs. (7) to (9), one can obtain the number of 
helices in the effective ground state for any values of the 
parameters L, b, and k. Using these results, one can con­
struct an approximate phase diagram. This is done for a 
chain of length L= 100 in Fig. 2. The respective helix 
numbers are indicated in the corresponding regions of the 
plot. 

The phase diagram presented here is approximate in 
that it is based solely on the effective ground states. Figure 
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-0.1 

-0.2 

-0.3 

k 

-0.5 

-0.6 

-0.7 

-0.8 L_72--L---':-----0;-------,:-----~:-'· 

b 

FIG. 2. Approximate phase diagram, based on Eqs. (7) through (9), 
L= 100. Helix numbers in the effective ground state are indicated. 

3 illustrates the problems involved. It shows the local free 
energy minima for chain conformations with two to seven 
helices for L= 100, k= -0.6, and h=O.S. For this partic­
ular case, the number of helices in the effective ground 
state is five (compare Fig. 2). However, it is evident that 
the global minimum of free energy is effectively degenerate 
with respect to helix number, as the free energies of the 
conformations with four, five, and six helices, respectively, 
differ by less than 1%. Closer analysis shows that this 
effective energetic degeneracy holds over a wide range of h 
values. 

In addition, for any given helix number, there are nu­
merous energy levels (small dots in Fig. 3) which are en­
ergetically close to the respective local free energy minima. 
They correspond to chain conformations with small devi­
ations from the optimum length distribution of the individ­
ual helices, with interhelicalloops longer than one residue, 
or with coil residues at the chain ends leading to shortening 
of helices. These "excited states" are, as a rule, highly 
degenerate. Their degrees of degeneracy are extremely dif-

·30..-----------:-----------, 

F 

·35 

-45 

.50+-----~---~----__r-----l 
o 4 

FIG. 3. (.) local free energy minima vs number of helices in the chain, 
L= 100, b=0.5, k= -0.6; ( . ) some of the highly degenerate, "excited" 
free energy levels which arise from suboptimal length distributions among 
the helices. 

.. ficult to assess and, therefore, render it impracticable to 
evaluate the partition function of our model even approx­
unately by an expansion around the free energy minima. 

We stress, therefore, that the boundaries of the approx­
imate phase diagram only correspond to those parameter 
values for which the local free energy minima [Eqs.(7) 
and (8)] for two different helix numbers become numeri­
cally identical. They are not to be viewed as separating 
pure thermodynamic phases. In thermal equilibrium, there 
will always be a mixture of states with different helix num­
bers present for finite values of h. However, at any point in 
the phase diagram, one can expect the helix number cor­
responding to the effective ground state to represent the 
maximum in the distribution of helix numbers in thermo­
dynamic equilibrium. 

Inspecting the approximate phase diagram, we find 
that for O>k> -0.04, the boundary between random coil 
and helical states remains essentially at the value for the 
Lifson-Roig case, i.e., h:::::;O.1. For this range of k values, 
the chain conformation with a single helix spanning the 
whole chain is the only free energy minimum other than 
the random coil state. Below k:::::; -0.04, the helix number 
for the effective ground state jumps to ever higher values. 
The boundaries mark the points where the energetic cost of 
disrupting a helix, which amounts to the breaking up of at 
least three intrahelical hydrogen bonds, is overcome by the 
accompanying gains in free energy. These are the gain in 
entropy for a newly introduced CO residue, and the gain in 
contact energy between the resulting daughter helices. For 
increasingly negative values of k, contacts between ever 
shorter helices, i.e., with ever smaller contact areas, are 
sufficient to compensate for the loss in hydrogen bonds. 
Therefore, effective ground states with ever shorter helices, 
i.e., with increasing helix numbers, are established. 

Correspondingly, with increasingly negative values of 
k, the boundary between the random coil state and the 
respective helical states shifts to increasingly negative val­
ues of h. This is due to the strength of interhelical contacts 
which stabilize compact conformations at ever lower val­
ues of b, i.e., higher temperatures. 

We have also studied the influence of the parameter 
... b.S(co), set to zero in Fig. 2, on the phase diagram. We 

find that over a wide rangeofvaluesofb.S(co)', the bound­
ary betw~e~the random coil subspace and the subspace of 
the compact conformations is only slightly altered. b.S(co) 
has, however, a stronger influence on the boundaries be­
tween the various compact conformation subspaces .. They 
are shifted towards smaller absolute values' of k with in­
creasing 'size of b.S(co). 

c. Implications for dynamics 

Realistic dynamic steps in our model involve confor­
mational changes of individual residues. This is true irre­
spectiveof the particular form of stochastic dynamics em­
ployed. Transitions between different free energy minima 
can be accomplished only via sequences of such elementary 
steps. 

Figure 4(a) shows a detail from the free energy dia­
gram of Fig. 3. The arrows in the diagram depict a typical 
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FIG. 4. (a) Detail of Fig. 3. The arrows indicate a possible route for the 
transition from the minimum with five helices to the one with six helices. 
(b) Schematic representation offree energy landscape to which transition 
pathways as in Fig. 4(a) between minima offree energy in effect amount. 

way of moving from the local free energy minimum for five 
helices to the one for six helices. Even though many pos­
sible routes exist, the one shown in the figure serves to 
illustrate the fact that changes in helix numbS!r involve 
elementary steps that give rise to large free energy changes. 
For example, such steps break up helix contacts or helices. 
Therefore, free energy minima are separated by appreciable 
free energy barriers although the minima themselves may 
be energetically close to each other. This also holds for 
transitions to Dr from the random coil state, and although 
to a much lesser degree, for transitions between degenerate 
minima at a particular helix number. In effect, such con­
straints give rise to a rugged free energy surface, as shown 
schematically in Fig. 4(b).34 Such a free energy landscape 
is typical for nonergodic, glasslike systems, a class to which 
proteins are well known to belong.35 From these consider­
ations, we can already conclude that our model will exhibit 
dynamic properties characteristic of such systems. 

(i) The transition into the low-temperature phase de­
pends strongly on the cooling velocity; in particular, super­
cooling occurs, and hysteresis upon reheating. 

(ii) The model exhibits slow, anomalous relaxation in 

0.8 

,g 0.6 

=ai 
I 

0.4 

0.2 

(a) 

0.8 

:5 0.6 
~ ~-
I 

0.4 

0.2 

(b) 

·0.2 -0.1 

1000 

·0.2 ·0.1 

b 

0.0 0.1 0.2 

2000 3000 4000 5000 

MCSteps 

b 

0.0 0.1 0.2 

2000 3000 

Me Steps 

FIG. S. (a), (b) Two individual folding trajectories for simulated an­
nealing ofa chain with L= 100, k=O (Lifson-Roig case). The value of b 
is raised by Ab=0.6Saftei-' 500 Monte Carlo steps each. For each partic­
ular value of b, SO data points are shown, which represent averages over 
10 MC steps each. Theoretical expectation values ofhelicity are indicated 
by vertical lines for every value of b. 

the low-temperature phase, resulting in freezing of the sys­
tem into different free energy minima. 

These properties are investigated below in more detail. 

IV. SIMULATION RESULTS 

A. Coil-helix and helix-coil transitions 

We study the temperature-induced helix-coil and coil­
helix transitions of our model by simulated annealing. The 
coolinglheating schedule we use is simply an increase/ 
decrease of b [Eq. (6)] by a constant value ab=0.05 after 
N Monte Carlo steps each, which yields constant cooling, 
or heating, velocities V= ±ab/N. 

Figures 5(a) and 5(b) show two cooling trajectories 
for the Lifson-Roig case (k=O). The states of the chains 
are characterized by their degree of intramolecular hydro­
gen bonding, i.e., by the average number of hydrogen 
bonds per residue.36 The transition occurs near b=O in 
both cases. Nevertheless, even at lower values of b, chain 
states with overall hydrogen bonding degree of up to 0.1 
are sampled. Starting at b=O, the hydrogen bonding de­
gree builds up gradually. From b=O.l, the state with a 
single helix spanning the chain clearly dominates all other 
chain states. Over the whole trajectory, the hydrogen 
bonding degree fluctuates strongly around the thermody-
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FIG. 6. Three individual folding trajectories for simulated annealing of a 
chain with L= 100, k= -0.6. Starting from b= -1.3, the value of b is 
raised by ~b=0.05 after 500 Monte Carlo steps each. Representation as 
in Fig. 5. Trajectories are shown from where transitions start. Numbers in 
the plot give the respective helix numbers of the compact conformations 
to which the transitions lead. 

namic expectation value as calculated from the partition 
function. 18 For the higher b values (i.e., lower tempera­
tures), it occasionally reaches its possible upper limit 
value. 

Figure 6, in contrast, shows three cooling trajectories 
for the same cooling velocity as in Fig. 5, with the long­
range interaction turned on. Several differences to Fig. 5 
spring to attention. The transitions occur at various values 
of b, i.e., at b-z -0.5, -0.25, and -0.1, respectively, in 
this case. These values are much lower than for the Lifson­
Roig case, as to be expected from the phase diagram (Fig. 
2). However, they still lie well within a region of the phase 
diagram where helical states are favorable over random 
coil states, i.e., supercooling occurs. The transitions, are 
much steeper than those in Fig. 5. Each of them is well 
completed within 500 Monte Carlo steps. Throughout the 
trajectories, fluctuations are much less intense than in Fig. 
5. The difference in final average hydrogen bonding degrees 
of the three trajectories shown is due to the fact that dif­
ferent numbers of helices, namely five, six, and seven, re­
spectively, are established in the transitions. The intermit­
tent cO residues between helices' are not spanned by 
hydrogen bonds, which causes the overall hydrogen bond­
ing degree to decrease to an extent depending on the num­
ber of helices established.37 In Fig. 6, it can be seen that, 
although the degrees of hydrogen bonding do fluctuate 
somewhat after reaching a compact conformation, the 
number of helices is not changed for the three trajectories 
shown. The chains are frozen in different minima of free 
energy, and there is no efficient equilibration of chain con­
formations with similar free energies. Therefore, for the 
transitions shown here, we observe a distribution over 
states corresponding to various distinct free energy minima 
rather than an eqUilibrium mixture of states. 

The altered transition behavior can be understood 
from the consideration that, even under conditions where a 
compact conformation represents the effective ground 
state, the initiation of secondary structure is kinetically 
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FIG. 7. Average cooling and heating curves for L= 100, k=O, for various 
cooling or heating velocities. (dotted line) v= ±5' 1O-4/MC step, cool­
ing ensemble size 100, heating ensemble size 100; (dashed line) v 
= ± 10-4/MC step, cooling ensemble size 100, heating ensemble size 100; 
(dashed-dotted line) v=±2'10-5/MC step, cooling ensemble size 50, 
heating ensemble size 50; (straight line) v= ±4' 1O-6/MC step, cooling 
ensemble size 50, heating ensemble size 50. 

hindered. Even when long-range interactions are included, 
the formation of any first helix is highly unlikely for b < 
-0.05, compare Fig. 5. Short helices can form occasion­
ally due to thermal fluctuations, but are unstable, and, 
hence, short lived. Only rarely can two helices form which 
mutually stabilize each other by making an interhelical 
contact between them . .In our simulations, we find that this 
is achieved by breaking up an elongated helix into two 
parts rather than by independent initiation of two helices. 
However, once such a nucleation of tertiary structure for­
mation has occurred, the helices involved can grow quickly 
and break up into multiple helices, until a compact chain 
conformation has been reached (cf. Sec. IV C below). 
Therefore, the individual transitions are steeper than in 
Fig. 5, and pass through regions with intermediate hydro­
gen bonding degree in a very short time. These fast tran­
sitions do not sample the conformation space of the system 
efficiently. Rather, individual trajectories are attracted to a' 
free energy minimum. Which particular minimum is se-
1e.cted depends on the random events leading to nucleation 
of secondary and tertiary structure formation during the 
transition. This also acounts for the fact that the transition 
points for individual chains are distributed randomly over 
a wide range of b values for nonzero cooling velocities. 
Only in the limit of infinitely slow cooling, one can expect 
to find a unique transition point. 

Figures 7 and 8 show average c.ooling curves as well as 
the corresponding heating curves for ensembles of chains 
using different coolinglheating velocities. Figure 7 shows 
results for k=O, the Lifson-Roig case, while Fig. 8 gives 
the corresponding curves for k=-0.6. 

For the Lifson-Roig case (Fig. 7), we find only little 
influence of cooling and heating velocities on the coil-helix 
and helix-coil transitions, respectively. For the slower ve­
locities,the model behaves practically ergodic, i.e., the sim­
ulation runs using these velocities reproduce the thermo­
dynamic expectation values for the hydrogen bonding 
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degree. However, for the faster velocities, the cooling and 
heating curves markedly deviate from each other, which 
can be explained by the finite temperature jumps applied 
which cause the system to somewhat lag behind. For the 
same reason, the discrepancies of the cooling and heating 
curves, respectively, from the thermodynamic limit curve 
in Fig. 7 are practically symmetric for all velocities studied. 
The somewhat stronger deviations of the average cooling 
curves from the limit curve are due to late (i.e., b> 0.05) 
helix initiation events in some of the individual transitions 
in the ensemble. 

In contrast, for the model with long-range interactions, 
the averaged transition curves show a markedly asymmet­
ric behavior. The cooling curves (right side of Fig. 8) are 
strongly influenced by the cooling velocities; for slower 
cooling velocities, they are shifted towards lower values of 
h. For any single trajectory, the probability of helix initia­
tions at a given value of b increases with increasing sojourn 
time at this value. This causes the distribution of transition 
points for individual chains to become narrower for slower 
velocities (i.e., longer sojourn times). Therefore, the aver­
age curves for the slower velocities are steeper in Fig. 8. 

Once cooling has led to compact conformations, we 
observe hysteresis on subsequent heating. Note that the in­
fluence of the heating velocities on the helix-coil transition 
in Fig. 8 is much less drastic than that of the cooling 
velocities on the reverse transition. However, for ever 
slower velocities, the cooling and heating curves approach 
each other and would tend towards a single curve in the 
case of v-+O. This common limit curve is impossible to 
assess from the simulations carried out. Its transition point 
should lie somewhere near b-;::;; -1.2 from the approximate 
phase diagram (Fig. 2). The relative discrepancies between 
the average heating curves in Fig. 8 (left side) are compa­
rable to those in Fig. 7, whereas the average cooling curves 
differ much more from each other. Therefore, we assume 
that the average heating curve for the slowest heating ve­
locity in Fig. 8 is already a good approximation to the 
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FIG. 9. Distributions of helix numbers for an ensemble of 500 individual 
chains (L= 100, k= -0.6, b=0.5), for various simulation times (in MC 
steps after reaching a compact conformation). 

thermodynamic limit curve for the coil-helix and helix­
coil transition in our model. 

Supercooling and hysteresis demonstrate that our 
model exhibits nonergodic behavior in the transition re­
gion. 

B. Properties of the low temperature phase 

In the preceding section, we saw that, for k < 0, the 
coil-helix transition under cooling leads to various com­
pact conformations. These conformations correspond to 
local minima of the free energy which are energetically 
close to each other, but are separated by high energy bar­
riers (compare Fig. 4). Due to these high barriers, a chain 
appears to be kinetically trapped in a local minimum, and 
changes in helix number are unlikely and, hence, rare 
events. For example, in Fig. 6, the trajectories with six and 
seven helices are stable with respect to helix number, al­
though the effective ground state under the given condi­
tions has five helices. Fluctuations in the degree of hydro­
gen bonding after completion of the transitions are mostly 
due to fluctuations of the individual helix lengths and at 
the chain ends.38 

For any particular trajectory, the minimum attained 
and the observables measured depend on the particular 
thermal fluctuations during the transition process. When 
simulating an ensemble of 500 chains (L= 100, k= -0.6) 
at a constant b=0.5, starting from the all-c+ state, we 
observed chain conformations with up to ten helices which 
lie energetically significantly higher than the states with 
four, five, or six helices. 

Extending the simulations far beyond the point where 
a compact conformation had been reached for the first 
time, we observed extremely slow relaxation leading to a 
decrease in the average helix number, which was still in 
progress after 12500 Me steps. Figure 9 shows distribu-
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tions of the individual chains' helix numbers for various 
simulation times. 

As a consequence, the equilibrium expectation values 
of observables in the folded phase, like number of helices, 
hydrogen bonding degree, and total free energy, cannot be 
obtained easily from simulation results.39 In general, they 
are impossible to assess without evaluating the model's 
partition function. Only in the limit of b- 00 (i.e., T ->0) 
can they be determined exactly; in this special case, the 
expectation values of the observables are identical to those 
of the global free energy minimum. 

C. Folding kinetics 

From what has been discussed so far, it is clear that the 
details of the coil-helix transition process deserve special 
attention. Analysis of the initiation of secondary structure 
and tertiary contact formation allows one to study the roles 
of diffusion-collision and on-site construction processes, 
respectively, and the factors which determine their relative 
importance. We believe that our simple computational 
model already has all the essentials to distinguish between 
various folding scenarios. 

The particular form of our model, i.e., the representa­
tion of a chain conformation as a string of h, c+, and cO 
residues, allows the representation of a folding trajectory 
simply by a sequence of such strings. For an easier visual 
recognition, we represent h residues as crosses, CO as dashes, 
and c+ as blanks. Figure 10 shows such a trajectory that 
starts from the all-c+ state at b=O. Only a selection of 
chain states are shown, namely those resulting from 
changes in helix numbers or lengths. The numbers at the 
left give the elementary simulation step number. 

More than half of the total simulation time is spent 
with formation and disruption of a total of 11 short (max­
imum length six residues), unstable helices which are all 
destroyed after an average lifetime of 138 elementary steps 
(not shown in Fig. 10). Since helix initiation is a rare 
event, the coexistence of two or more helices in a chain of 
length L= 100 is very unlikely at this stage. The shown 
trajectory starts with the formation of a helix (of minimum 
length three residues) after 10 241 elementary steps. In­
spection of the trajectory shows that, even where there are 
several helices present, their average lifetime is too short to 
allow for a diffusion-collision mechanism ( elementary 
steps 11 314 to 11 359). Mter about 11 500 elementary 
steps, the first tertiary contact is formed by the breaking of 
a helix of ten residues. From there on, the helices grow 
and, once they have attained a certain length, break up 
again, thereby forming a steadily growing compact cluster. 
The average length of a breaking helix is about 22 residues. 
Since the helices do not usually split into fragments of 
equal length, which would be energetically desirable, there 
is a tendency to fine tune the helix lengths by a consecutive 
extending and shortening of the "loop" of cO residues be­
tween the helices, notably without ever breaking the con­
tact between them. It is this mechanism which allows any 
compact chain conformation to reach a local free energy 
minimum without changing its helix number. In elemen­
tary step 17183, a second nucleation site is formed by 
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(b) 

FIG. 10. (a), (b) Folding trajectory (L= 100, k= -0.6, b=0.5); h 
residues are represented as crosses, cO residues as dashes, and c+ residues 
as blanks. 
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initiation of a short helix independent of the compact, 
"folded" part of the chain. Note how the two nucleation 
centers are stabilized by interhelical contacts, i.e., on-site 
construction processes, long before they finally coalesce. 
Even then, they merge by growing towards each other 
rather than by a diffusion-collision process. It is when only 
three random coil residues are left between them that they 
first establish an interhelical contact. A compact state with 
six helices is reached shortly thereafter (not shown). 

Since, in a homopolymer, initiation of helices and of 
tertiary contacts can occur at any location in the chain 
with equal probability, there is no way to establish a unique 
folding pathway. However, it will be very interesting to 
check heteropolymers_for specific folding pathways, and to 
elucidate the events influencing the decision which com­
pact conformations will be reached in the end. If on-site 
construction processes dominate the early stage of protein 
folding, then local preferences in a heteropolymer will be 
important for determining folding pathways. Recent exper­
imental work, indeed, finds evidence for a prepartitioning 
of polypeptide chain conformation space by local propen­
sities.4O,41 

Most of the results presented in this paper have been 
obtained for a special set of parameters (L= 100, a8(co) 
=0, k= -0.6) using the Monte Carlo Metropolis dynam­
ics presented in Sec. II. We would like to point out that, for 
these parameters at least, an on-site construction mecha­
nism is clearly followed in the coil-helix transition. A more 
detailed investigation of the folding kinetics under various 
conditions is under way. 

v. SUMMARY AND OUTLOOK 

Helix-coil transitions in homo (poly) amino acids can 
be adequately described by the model of Lifson and Roig. 18 

However, one of the shortcomings of this model when try­
ing to extend it to the case of heteropolymers is that it does 
not allow for the formation of tertiary structure. In the low 
temperature limit, a single helix spanning the whole chain 
is invariably established. Work by Poland and Scheraga,22 
and by Skolnick,23 has shown that tertiary, and, hence, 
nonlocal (in the sense used here), interactions can only be 
incorporated into the model under strongly limiting con­
ditions if one insists that it still be solvable analytically. 

In this paper, we show that a simple extension of the 
Lifson-Roig model introducing diffusional movement of 
secondary structure elements and tertiary interactions be­
tween them, can be studied already on a personal computer 
using Monte Carlo simulations. We believe that the result­
ing model already incorporates essential aspects required 
to analyze generic folding properties of proteinlike chain 
molecules. At the same time, it is easily handable and does 
not require time-consuming computer runs. 

Most notably, even in a homopolymer, chain confor­
mations are generated which resemble globular proteins 
with respect to secondary structure content, number of 
helices, and average helix length. The system shows non­
ergodic, glasslike behavior in the low temperature, folded 
phase. Metastable chain conformations can be trapped ki-

netically, and relaxation to the effective ground state is 
extremely slow. 

During the transition from random coil to helical 
structures, we do not observe the formation of multiple 
nucleation centers which upon diffusion collide and stabi­
lizeeach other, as postulated by diffusion-collision models. 
Rather, we find rapid growth of secondary structure ele­
ments from only very few nucleation centers, a process 
which has been appropiately termed "on-site construc­
tion",z6,27,16 The rapid formation of secondary structure 
with subsequent, slower structural rearrangements reminds 
of the "molten globule" intermediate in the folding of 
many globular proteins.9 Not surprisingly for a homopoly­
mer, our model shows neither a genuine "folding pathway" 
nor a native structure. 

The model presented here can be extended readily to 
the case of heteropolymers by employing sets of parameters 
ilEHB(A), ilS(Ui,A), and k(A), where A stands for any 
type of monomer. It is conceivable that, at least for some 
sequences of monomers, the local or nonlocal specificities 
will remove the degeneracy of free energy minima observed 
for the homopolymer, thus leading to a unique "folded" 
structure. Local and nonlocal specificities may also have an 
influence on possible folding pathways and the balance of 
diffusion-collision vs on-site construction scenarios. We 
are currently investigating this possibility. 
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