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Signal formation in NMR is due to incoherent dephasing of nuclear spins. Of particular practical
importance is the situation of nuclear spins undergoing independent stochastic motion in
inhomogeneous local magnetic fields, e.g., created by magnetized objects. Since it was
demonstrated recently that the frequency correlation function of nuclear spins can be measured
directly, a theoretical analysis of such functions is of interest. Here, we provide a numerically exact
analysis of that correlation function for the inhomogeneous fields around two particular geometries:
cylinders and spheres. The functional form exhibits three regimes: after an initial transient, there is
an algebraic regime with a t−d/2 time dependence �d being the space dimension�, followed by an
exponential cutoff due to microscopic system size effects. The main parameter controlling the range
of the individual regimes is the volume fraction of the magnetized objects. In addition to our
numerical analysis, which is based on eigenfunction expansions, we provide analytical results and
approximations based on the generalized moment expansion. © 2008 American Institute of Physics.
�DOI: 10.1063/1.2949097�

I. INTRODUCTION

In magnetic resonance imaging �MRI�, the signal from
biological tissue is strongly influenced by local inhomoge-
neous magnetic fields. Of special interest are magnetized ob-
jects that are below the spatial resolution of MRI. In biologi-
cal tissues, these kinds of magnetic field inhomogeneities are
generated by deoxygenated red blood cells, capillary net-
works in the heart or brain, iron-rich cells in the brain, or it is
purposefully produced by contrast agents that are used to
label cells magnetically. These small magnetic objects create
a strongly localized inhomogeneous field at a length scale
comparable to the root mean square displacement of a dif-
fusing spin during a MRI experiment. These length scales are
typically smaller than a few hundred microns, and diffusion
effects can have an important influence on the measured sig-
nal. In particular, diffusion can enhance the dephasing of the
spins surrounding the magnetic object leading to a faster loss
of coherence between them. This loss of coherence has been
used in MRI to find relations between the signal intensity
and the properties of the magnetic object in question. The
increased dephasing can be used to visualize iron oxide la-
beled cells1–6 or to study a capillary network7–12 or lung tis-
sue, where the alveolus is modeled by a sphere surrounded
by a water filled shell.13–16

The effects of susceptibility inhomogeneities are often
described by the transverse relaxation time T2

�.17 However,
the correct interpretation of T2

� becomes difficult if the time

evolution of the magnetization is not a simple exponential
function.18 In this case, a single parameter will describe the
properties of signal formation, and thus the underlying ge-
ometry of the magnetic field, only poorly.

Another way to describe the effects of diffusion is in
terms of the frequency correlation function K�t�, which de-
pends on the probability that a spin transition between two
local Larmor frequencies within a specific time.19 Due to the
effects of diffusion, the correlation decreases with time. As it
is the case with the MR signal, the frequency correlation
function is often assumed to decay exponentially with a char-
acteristic correlation time �.20,21 However, in the course of
this work, it is shown that this simplification is not valid in
all situations.

The relation between the correlation function and relax-
ation can be seen in the Anderson–Weiss model,22 which
holds when the conditional transition probability between
two frequencies is Gaussian.23 Under this assumption, a re-
lation between the signal intensity and the frequency corre-
lation function24 can be given as

M�t� = exp�− �
0

t

d��t − ��K���� . �1�

Clearly, to study this magnetization time decay, it is neces-
sary to get detailed knowledge about the correlation function
K�t�. Furthermore, Jensen et al.25 noted that the knowledge
of the correct time evolution of the correlation function has a
much more direct connection to the local inhomogeneous
magnetic field than a simple relaxation rate. They introduceda�Electronic mail: ziener@physik.uni-wuerzburg.de.
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a new method to measure the correlation function directly in
a NMR experiment. Another method to analyze the proper-
ties of porous media with NMR measurements using the spa-
tial magnetic field correlation function has been reported by
Cho and Song.26 Hence, knowledge about the relationship
between generic scenarios of field inhomogeneities and cor-
relation functions is needed to predict the tissue structure
from some measured correlation functions.

In the current analysis, we give an overview of the treat-
ment of the correlation function of spins diffusing around a
magnetized object. Therefore, after presenting some theoret-
ical basics in Sec. II, restricted and unrestricted diffusion
around a spherical and a cylindrical magnetized object is
considered in Sec. III. Although the restricted diffusion be-
tween two concentric cylinders or spheres has been studied
in detail,27–29 the local magnetic field alters the symmetries
of the problem which has to be considered in our analysis.
We present closed analytical expressions for the correlation
function in this case. The second case we consider is that of
unrestricted diffusion, which has already been studied.30,31

From the analysis of these two cases, it is possible to show
that for a certain range of parameters at short and intermedi-
ate times, the results of the unrestricted diffusion can be
adapted to the restricted case. Thus, it is possible to obtain
simple approximations for all time regimes. Furthermore, we
analyze the influence of the chosen boundary conditions on
the dephasing process.

Additionally, in the case of restricted diffusion, the
method of the Padé approximation was used to obtain mo-
noexponential approximations for the correlation function
for all time regimes as well as to determine the exponential
cutoff. This is done in Sec. IV and can be used to analyze the
range of parameters where the choice of boundary conditions
influences the diffusion process significantly. The moments
obtained from the generalized moment analysis enable us to
visualize the Koenig theorem, a very general theorem in the
field of operator analysis, which was applied to the diffusion
process between two concentric objects. Further, we provide
the results for monoexponential decay in the long- and short-
time limits of the correlation function. A summary and dis-
cussion close this work in Sec. V.

II. GENERAL APPROACH

A. Correlation function

We consider a compact, impermeable magnetized object
G in an external magnetic field and observe the trajectory of
diffusing spins in a surrounding dephasing volume V where
homogeneous diffusion properties are assumed; i.e., inside
the dephasing volume V, we neglect the possible diffusion
restrictions by membranes or other structures. Due to the
presence of the object, the external magnetic field is distorted
in its vicinity. This distortion is described by a spatial varia-
tion in the Larmor frequency denoted by32

��r� = ��
�2

�z2�
G

d3r�

�r − r��
, �2�

where the frequency shift ��=��0M0 / �4�� depends on the
magnetization difference between the magnetized object and

the surrounding medium M0 only. The integration in Eq. �2�
extends over all r��G, where G denotes all points inside the
magnetized object. The points r are located in the dephasing
volume V only. The diffusion can be described by the sto-
chastic field fluctuations the spin is subjected to. In order to
investigate the influence of the fluctuations induced by the
field distortion, we start with the two-point correlation func-
tion

K�t� = �
V

d3r�
V

d3r0��r�p�r,r0,t�p�r0���r0� , �3�

where p�r ,r0 , t� is the probability density of finding a spin at
point r after time t with the initial �t=0� position r0, and
p�r0� specifies the probability density function of the equi-
librium distribution. In our case, the latter is identical to the
spin density, which we assume to be homogeneous, i.e.,

p�r0� =
1

V
. �4�

We assume free diffusion of spins within the dephasing vol-
ume; therefore, the probability p�r ,r0 , t� is simply the
Green’s function of the diffusion equation

�

�t
p�r,r0,t� = D�p�r,r0,t� , �5�

where D is the diffusion coefficient and � denotes the
Laplace operator. This directly leads to the expression

p�r,r0,t� = etD���r − r0� . �6�

Insertion of the probability densities �Eqs. �6� and �4�� into
the definition of the correlation function �Eq. �3�� results in

K�t� =
1

V
�

V

d3r��r�etD���r� . �7�

B. Restricted diffusion

The concept of the supply area is often utilized when
adapting chemical and physiological problems. This supply
area coincides with the dephasing volume V in which the
diffusion of the spins occurs. It is particularly useful when a
large volume can be split into smaller volumes of similar
geometry. For example, in physiology the Krogh capillary
model33 is used to describe myocardial tissue as a single
capillary surrounded by a cylindrical dephasing volume.

If the local resonance frequency around the magnetized
object is point symmetric, i.e.,

��r� = ��− r� , �8�

the resonance frequency of the original trajectory at position
−r in the next dephasing volume coincides with the reso-
nance frequency of the reflected particle at position r in the
original dephasing volume. In this work, we analyze the cor-
relation function for the diffusion process around cylinders
and spheres, which generate such a point symmetric local
resonance frequency. As visualized in Fig. 1, the transition
into the next supply volume can be replaced by a reflection
on the boundary of the supply area. Therefore, in this model
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a transient trajectory of a particular spin is replaced by a
trajectory which is reflected at the boundary.34 Adapting this
model, we assume the reflective boundary conditions at both
surfaces.

The diffusion equation �5� can be solved via a spectral
expansion

p�r,r0,t� = 	
n

e−Dkn
2t	n�r�	n�r0� �9�

where the eigenfunctions 	n�r� and eigenvalues −kn
2 obey the

equation

�	n�r� = − kn
2	n�r� . �10�

In the scope of this work, we consider this equation for cyl-
inders and spheres and will give analytical expressions for
the eigenfunctions as well as for the eigenvalues. The spec-
tral expansion �Eq. �9�� of the transition probability p�r ,r0 , t�
can be introduced into expression �3�. The sum over the ei-
genvalues in the spectral expansion can be extracted and we
obtain, for the correlation function, the sum

K�t� = 	
n


n
2e−Dkn

2t �11�

with the expansion coefficients


n =
1


V
�

V

d3r��r�	n�r� . �12�

In the course of this work, these expansion coefficients 
n

will be determined for cylindrical and spherical shapes
which enable us to calculate the correlation function K�t�.
Taking into account only the first eigenvalue k1 in the sum
�Eq. �11��, we obtain an expression for the long-time behav-
ior of the correlation function

Kc�t� = 
1
2e−Dk1

2t. �13�

To consider the initial situation at t=0, we use Eq. �6� and
find for the initial value of the correlation function

K�0� = ��2�r�� =
1

V
�

V

d3r�2�r� . �14�

Asymptotically, the correlation function converges to K���
=0. The initial value of the correlation time K�0� can be used
to find a connection between the expectation value of the

local resonance frequency and the sum over the expansion
coefficients, i.e.,

	
n


n
2 = ��2�r�� . �15�

This relation, which is in analogy to Parseval’s theorem in
Fourier analysis, is important for numerical evaluation. The
initial value of the correlation time K�0� is straightforward to
determine by integration. It can be used to check if the num-
ber of calculated expansion coefficients is sufficient to de-
scribe the problem.

C. Unrestricted diffusion

In the case where no outer boundary is present, the
dephasing volume extends from the surface of the magne-
tized object G to infinity. This model can be applied in the
case of small volume fractions, i.e., when the influence of the
neighboring objects can be neglected. Because this assump-
tion leads to an infinite dephasing volume, it is necessary to
express the dephasing volume V in terms of the volume of
the magnetized object G and the volume fraction �=G / �G
+V�, i.e.,

1

V
=

1

G

�

1 − �



�

G
. �16�

The integration in Eqs. �3� and �7� ranges from the surface of
the magnetized object G ad infinitum. This can be under-
stood in the sense that within the observation time, the influ-
ence of the outer boundary is negligible on the diffusion
process, i.e., in the case of very small volume fractions �,
most of the spins diffusing around the magnetized object do
not reach the outer boundary within the measurement time.
We will discuss this in the course of this work in detail.

III. SPECIFIC GEOMETRICAL OBJECTS

A. General considerations

In this section, we consider two special shapes of mag-
netized objects, e.g., cylinders and spheres which can be
solved analytically. A sketch of these geometries is visual-
ized in Fig. 2.

To describe the restricted diffusion, we do not consider
diffusion in the whole tissue but focus on the dephasing pro-
cess around a single magnetized object only. In this case, the
dephasing volume is the space between the surface of the
impermeable object and the surface of the mean relaxation
volume. The form of the mean relaxation volume depends on
the form of the magnetized object, i.e., in the case of mag-
netized spheres with radius R0, the relaxation volume is the
space between two concentric spheres with the radii R0 and
R and the volume fraction of material is �=R0

3 /R3. Similarly,
for cylinders the relaxation volume is the space between two
concentric cylinders with radii R0 and R and volume fraction
�=R0

2 /R2. The rationale for this restriction and its math-
ematical implications for evaluation of diffusion have al-
ready been discussed in detail.34,35 Thus, reflective boundary
conditions are assumed as36

FIG. 1. View of two parallel capillaries �cross section� with supply areas. A
sample trajectory of a nuclear spin that leaves the supply area and enters the
neighboring supply area is shown. In our model, we replace the original
trajectory by a trajectory that is identical to the original one, except that it is
reflected at the boundary of the supply area.
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� �

�r
�

r=R0

= 0 = � �

�r
�

r=R

, �17�

where R0 is the radius of the cylinder or sphere. These rela-
tions must be obeyed by any function on which the Laplace
operator acts. The radial part of the Laplacian can be cast
into a more convenient form

�d,r =
1

rd−1

d

dr
rd−1 d

dr
, �18�

where d=2 in the case of infinitely long cylinders and d=3
in the case of spheres.

The diffusion process is characterized by the correlation
time

� =
R0

2

D
. �19�

In the case of unrestricted diffusion, the diffusing spins
are reflected on the surface of the magnetized object �cylin-
der or sphere� only. Furthermore, due to the absence of the

outer boundary the spins can diffuse to infinity. Thus, only
the left hand side of Eq. �17� has to be fulfilled.

Since unrestricted diffusion has been discussed in litera-
ture, we only recapitulate these results using our notation and
compare it with the results of the restricted diffusion.

B. Cylinders

In the case of cylinders, we have to take into account
their orientation to the external magnetic field, as shown in
Fig. 2�a�. The frequency shift depends on the angle 
 be-
tween the axis of the cylinder and the direction of the exter-
nal magnetic field. The local frequency is given by37

��r� = ��R0
2cos 2�

r2 , �20�

where �� is the frequency shift on the surface of the cylin-
der.

1. Restricted diffusion

In the case of restricted diffusion, the transition probabil-
ity p�r ,r0 , t� has to be evaluated in terms of the spectral
expansion �Eq. �9��. In the two-dimensional case, the solu-
tion of the eigenvalue problem �Eq. �10�� is given by the
eigenfunctions

	n�r,�� = 	
�=−�

�

�a�,nJ��knr� + b�,nY��knr��
ei��


�
, �21�

where J� and Y� are the Bessel function of the first and
second kind, respectively.38 Introducing these eigenfunctions
�Eq. �21�� and the appropriate local resonance frequency
from Eq. �20� into the definition of the coefficients 
n given
in Eq. �12�, we can see that only the Bessel functions of the
order �= +2 and �=−2 are relevant for the eigenfunctions.
Using the property of the Bessel function J−2�x�=J+2�x� and
Y−2�x�=Y+2�x� and the abbreviations an=a+2,n+a−2,n and bn

=b+2,n+b−2,n, we finally arrive at


n = ��R0
 �

1 − �
�

R0

R dr

r
�anJ2�knr� + bnY2�knr�� . �22�

Thus, we see that only the addend with the index �=2 in the
sum of Eq. �21� contributes to the eigenfunctions, and there-
fore, the appropriate eigenfunctions in the two-dimensional
case can be written in the form

	n�r,�� =
1


�
�anJ2�knr� + bnY2�knr��cos 2� . �23�

The eigenvalues kn can be obtained from the reflective
boundary conditions at the surface of the inner and outer
cylinder. Evaluating the reflective boundary conditions �Eq.
�17��, we arrive at an expression for the eigenvalues

0 = f�kn� = J2��knR0�Y2��knR� − J2��knR�Y2��knR0� . �24�

This equation must be solved numerically to find the appro-
priate eigenvalues in the spectral expansion. In Fig. 3, the
first eigenvalues are visualized in dependence of the volume
fraction.

FIG. 2. Scheme of the considered geometries. The dephasing volume is the
space between the two concentric cylinders and spheres, respectively. The
volume fraction is in the cylindrical case �a� �=R0

2 /R2 and in the spherical
case �b� �=R0

3 /R3. The local frequency around the inner cylinder in �a� is
given by Eq. �20�, where the two-dimensional polar coordinates �r ,�� are
used. In �b� the local frequency around the inner sphere is given by Eq. �34�,
where the three-dimensional polar coordinates �r ,
 ,�� apply. In �a� 
 is the
angle between the external magnetic field and the axis of the cylinder, while
in �b� 
 denotes the angle between the external magnetic field and the
coordinate vector.
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A detailed discussion of this eigenvalue equation is
given in Appendix A. Since the first eigenvalue governs the
long-time behavior of the correlation function according to
Eq. �13�, we give an approximation for this eigenvalue for
small volume fractions, which is derived in Eq. �A4� of Ap-
pendix A: k1

2
6� /R0
2.

To determine the coefficients an and bn, we consider the
reflective boundary conditions �see Eq. �17��. It is obvious
to choose the parameters an= +Y2��knR0� /Nn and
bn=−J2��knR0� /Nn, where Nn is a normalization constant
which results from the orthonormality of the eigenfunctions.
Introducing these coefficients into the eigenfunction �Eq.
�23��, we obtain the expression

	n�r,�� =
1


�Nn

�Y2��knR0�J2�knr�

− J2��knR0�Y2�knr��cos 2� . �25�

According to standard Sturm–Liouville theory,39 this normal-
ization constant Nn can be determined using the orthogonal-
ity of the eigenfunctions in the interval R0�r�R,

�
0

2�

d��
R0

R

drr	n�r,��	m
� �r,�� = �nm, �26�

which results in the expression for the normalization con-
stant

Nn
2 = �

R0

R

drr�Y2��knR0�J2�knr� − J2��knR0�Y2�knr��2. �27�

To determine the expansion coefficients 
n, we introduce the
coefficients an and bn into expression �22� and obtain


n =
��R0

Nn

 �

1 − �
�

R0

R dr

r
�Y2��knR0�J2�knr�

− J2��knR0�Y2�knr�� . �28�

The integration in Eqs. �27� and �28� is straightforward and
we finally arrive at an expression for the expansion coeffi-

cient 
n
2, which is given in Eq. �B1� of Appendix B. In Fig.

4, the first expansion coefficients are shown as a function of
the volume fraction. Using these coefficients 
n

2 and the ei-
genvalues kn

2, which can be determined from Eq. �24�, we
can calculate the correlation function K�t� using Eq. �11�. In
the case of restricted diffusion, the variance of the local mag-
netic field ��2�r��=K�0� follows from Eq. �14� as

��2�r�� = 1
2���2. �29�

In Fig. 5, the correlation function is plotted for different val-
ues of the volume fraction �. From this plot, we see that for
larger volume fractions, the exponential cutoff starts to ap-
proximate the correlation function sufficiently in a shorter
period of time than for small volume fractions. Furthermore,
for a decreasing volume fraction �, we observe the formation
of an intermediate linear regime in the double-logarithmic
plot, which corresponds to a power-law decay of the corre-

FIG. 3. Eigenvalues for a cylindrical geometry obtained from Eq. �24�. For
small volume fractions, the eigenvalues can be approximated by the power-
law kn

2R0
2=n2�2� according to Eq. �A8� for n�1, while the first eigenvalue

is approximated by k1
2R0

2
6� for small volume fractions according to Eq.
�A4�. In the limit �→1, the first eigenvalue �see Eq. �A5�� takes the value
k1

2R0
2=4, while the higher eigenvalues tend to infinity.

FIG. 4. Coefficients 
n
2 for the cylindrical case obtained from Eq. �28�. In

the limit �→1, only the first coefficient tends to 
1
2= ��2�r��=��2 /2 given

in Eq. �29�.

FIG. 5. Correlation function and limiting cases for a cylindrical field inho-
mogeneity. For restricted diffusion ��=0.1, �=0.01, and �=0.001�, the cor-
relation function is obtained from Eq. �11� with initial value from Eq. �29�,
the coefficients 
n

2 given in Eq. �B1� and the eigenvalues kn
2 as a solution of

Eq. �24�. According to expression �48�, the case of unrestricted diffusion
��=0� is evaluated via Eq. �30�. The limiting case �=1 is obtained from Eq.
�49�.
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lation function. To analyze this behavior, it is reasonable to
consider the case of unrestricted diffusion.

2. Unrestricted diffusion

The case of unrestricted diffusion around a cylinder has
been studied in detail by Sukstanskii and Yablonskiy.30 Thus,
in our notation, the following expression for the correlation
function takes the form:

Kun�t� =
16

�2

�

1 − �
��2�

0

�

dx
exp�− t

�x2�
x5�J2�

2�x� + Y2�
2�x��

. �30�

Starting from this result, it is possible to give short- and
long-time approximations for the correlation function in the
cylindrical case. The short-time approximation for cylinders
is given by

Ka�t� =
��2

2

�

1 − �
�1 − 4

t

�
� , �31�

and the long-time approximation for cylinders can be ex-
pressed as

Kb�t� =
��2

8

�

1 − �

�

t
. �32�

In the case of unrestricted diffusion, the variance of the local
magnetic field ��2�r��=K�0� follows from Eq. �14� with the
dephasing volume from Eq. �16�,

��2�r�� =
1

2

�

1 − �
��2 


1

2
���2. �33�

As expected, for small volume fractions, this variance coin-
cides with the variance for restricted diffusion �see Eq. �29��.

Due to the supply volume approximation, we consider
only a single cylinder with tilt angle 
 to the external mag-
netic field �cf. Fig. 2�a��. If one considers a network of uni-
form randomly oriented cylinders, the distribution function
for the angle 
 is �sin 
� /2, and therefore, the results given
above have to be multiplied by a factor of �sin4 
�=8 /15,
which results from the averaging over all cylinder orienta-
tions.

C. Spheres

The inhomogeneous field around a magnetic sphere is
that of a magnetic dipole, i.e., in spherical coordinates
�r ,
 ,��,40

��r� = ��R0
33 cos2 
 − 1

r3 , �34�

where �� is the frequency shift on the surface of the sphere.
The coordinate system and the dephasing volume are visual-
ized in Fig. 2�b�. The z-axis of the coordinate system is par-
allel to the external magnetic field B0.

1. Restricted diffusion

In analogy to the eigenfunctions of the two-dimensional
case given in Eq. �21�, the solution of the eigenvalue prob-
lem �Eq. �10�� �	n�r ,
 ,��=−kn

2	n�r ,
 ,�� in three dimen-
sions is given by the eigenfunctions

	n�r,
,�� = 	
l=0

�

	
m=−l

l

�al,njl�knr� + bl,nyl�knr��Ylm�
,�� ,

�35�

where jl and yl are the spherical Bessel functions of the first
and second kind, respectively, and Ylm are the spherical har-
monics. Introducing the local resonance frequency from Eq.
�34� and the eigenfunctions �Eq. �35�� into the definition of
the coefficients 
n given in Eq. �12�, we see that due to the
form of the local frequency ��r�=4
� /5��Y20�
 ,��
��R0 /r�3, only the spherical harmonic Y20�
 ,��
=
5 /��3 cos2 
−1� /4 is relevant in our case. Thus, the sum
in Eq. �35� reduces to


n = 2��
3

5

R0
3�

1 − �
�

R0

R dr

r
�anj2�knr� + bny2�knr�� . �36�

Therefore, we obtain in analogy to the two-dimensional
eigenfunctions �Eq. �23�� the relevant three-dimensional
eigenfunctions

	n�r,
,�� = �anj2�knr� + bny2�knr��Y20�
,�� . �37�

In complete analogy to the cylindrical case, we obtain an
expression to determine the eigenvalues kn,

0 = f�kn� = j2��knR0�y2��knR� − j2��knR�y2��knR0� . �38�

This equation has the same structure as Eq. �24�, except that
spherical Bessel functions must be used instead. The depen-
dence of the first eigenvalues on the volume fraction shows
the same behavior as in the case of cylinders. A detailed
discussion of this eigenvalue equation is given in Appendix
A. Since the first eigenvalue governs the long-time behavior
of the correlation function according to Eq. �13�, we give an
approximation for this eigenvalue for small volume frac-
tions, which is derived in Eq. �A16� of Appendix A: k1

2


7�2/3 /R0
2.

In analogy to the cylindrical case, we obtain the normal-
ization constant Nn

Nn
2 = �

R0

R

drr2�y2��knR0�j2�knr� − j2��knR0�y2�knr��2 �39�

and the coefficients 
n


n =
2��

Nn


3

5

R0
3�

1 − �
�

R0

R dr

r
�y2��knR0�j2�knr�

− j2��knR0�y2�knr�� . �40�

The integration in Eqs. �39� and �40� is straightforward and
we finally arrive at an expression for the expansion coeffi-
cient 
n

2 which is given in Eq. �B4� of Appendix B. These
coefficients can be used to find the exact form of the corre-
lation function. In the case of restricted diffusion around
spheres, the variance of the local magnetic field follows as

��2�r�� = 4
5���2. �41�

The correlation function in the case of spheres exhibits a
similar time course as in the cylindrical case. For spheres
also the three different decay regimes can be observed.
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2. Unrestricted diffusion

The unrestricted diffusion in the dipole field of spherical
objects has been treated in detail by Ayant et al.31 Sukstan-
skii and Yablonskiy30 obtained an analytical expression for
the correlation function,

Kun�t� =
4

5

�

1 − �
��2	

k=1

3

Ake
t/�xk

2
�̃�− xk
 t

�
� , �42�

where �̃�x�=1−��x� and ��x� is the error function,41 xk, k
=1,2 ,3, are the roots of the cubic equation 9+9xk+4xk

2+xk
3

=0, and

Ak =
xk�4 + xk�

9 + 8xk + 3xk
2 . �43�

An equivalent form of the correlation function has been ob-
tained by Hwang and Freed.42 Approximate values of the
roots xk and the coefficients Ak are as follows:

x1 
 − 1.783, x2 = x3
� 
 − 1.108 + 1.954i ,

�44�
A1 
 − 0.925, A2 = A3

� 
 0.962 − 0.124i .

Starting from this result, it is possible to give short- and
long-time approximations for the correlation function in the
spherical case. The short-time approximation for spheres is
given by

Ka�t� =
4

5

�

1 − �
��2�1 − 9

t

�
� , �45�

and the long-time approximation for spheres yields

Kb�t� =
2

15

�

1 − �

��2


�
� �

t
�3/2

. �46�

This long-time limit for unrestricted diffusion coincides with
the results obtained by Sukstanskii and Yablonskiy43 and
Jensen and Chandra.19 In the case of unrestricted diffusion,
the variance of the local magnetic field ��2�r��=K�0� fol-
lows from Eq. �14� with the dephasing volume from Eq.
�16�,

��2�r�� =
4

5

�

1 − �
��2. �47�

D. Limiting cases and decay regimes

1. Limiting cases

The limit of small volume fractions ��→0� corresponds
to the case of unrestricted diffusion �R→��, where no outer
boundary is present,

lim
�→0

K�t� = Kun�t� . �48�

From a mathematical point of view, it is interesting to ana-
lyze the limit of a vanishing dephasing volume �R→R0�,
where the volume fraction tends to one ��→1�. The specific
characteristic of this limiting case is that all eigenvalues tend
to infinity except the first eigenvalue which takes the value
k1=2 /R0 for cylinders and k1=
6 /R0 for spheres. This fact

is derived in Appendix A and is visualized in Fig. 3 for
cylinders. Also, the first expansion coefficient 
1

2 takes the
value 
1

2= ��2�r��=��2 /2 in the cylindrical case and 
1
2

=4��2 /5 for the spherical case in this limit, while all other
expansion coefficients vanish �for cylinders see Fig. 4�.
Therefore, the sum in Eq. �11� reduces to the addend n=1
and with the variance of the local magnetic field given in Eq.
�29� for d=2 and Eq. �41� for d=3, we obtain

lim
�→1

K�t� =
3d − 1

10
��2e−2dt/�. �49�

In Fig. 5, the time course of the correlation function and the
limiting cases are plotted for different volume fractions � in
the cylindrical case. The plot clearly shows the expected be-
havior for the decreasing of the volume fraction. We see that
the correlation functions coincide longer for smaller volume
fractions since the influence of the outer boundary is de-
creased. Also, the formation of an intermediate time regime
exhibiting a power law for the time evolution of the correla-
tion function is observed only at small volume fractions. We
will discuss this in the next paragraph.

2. Decay regimes

Regarding the formation of a power-law decay for small
volume fractions as indicated for d=2 in Fig. 5, we use the
approximations for short and long times to analyze the dif-
ferent time regimes of the correlation function. Considering
Eq. �31� for d=2 and Eq. �45� for d=3, we obtain for short
times �t /��1� the expression

Ka�t� = ��2�r���1 − d2 t

�
� , �50�

from Eq. �32� for d=2 and Eq. �46� for d=3, we can find an
intermediate regime �1� t /��1 / �R0

2k1
2��

Kb�t� =
��2�r��

4�2d − 3���d/2�
� �

t
�d/2

, �51�

while for long times �t /��1 / �R0
2k1

2��, we use the previously
obtained expression Eq. �13�:

Kc�t� = 
1
2 exp�− R0

2k1
2 t

�
� . �52�

While Eq. �52� is obtained from the eigenfunction with the
lowest eigenvalue in the spectral expansion of the restricted
case, the approximations �Eqs. �50� and �51�� are obtained
from the asymptotic expansions of the unrestricted case.
However, for small volume fractions, the differences in K�0�
between restricted �Eqs. �29� and �41�� and unrestricted �Eqs.
�33� and �47�� diffusion are negligible.

For d=2 in Fig. 6, the exact time evolution of the corre-
lation function is compared with the approximations of the
several regimes. For short times t��, the linear decay Ka�t�
is a good approximation for the correlation function. To ana-
lyze the range of validity for the long-time approximation
Kc�t�, we consider the exponent R0

2k1
2t /�. To find a criterion

for the applicability of the exponential cutoff, we set this
exponent to one and find t /�
1 / �R0

2k1
2� for the separation of

both approximations.
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With the approximate first eigenvalue for d=2 given in
Eq. �A4�, we can give a condition which has to be fulfilled to
obtain the power-law regime �region b in Fig. 6�, i.e.,
1 / �R0

2k1
2��1. Finally, we arrived at the condition �� �3
5

−5� /10
0.17 for the intermediate regime. If the condition
t /��1 / �6�� is fulfilled, the exponential cutoff Kc�t� given in
Eq. �52� can be applied.

In the case of spheres, the approximate first eigenvalue
given in Eq. �A16� leads to the condition ��0.05 for the
intermediate regime. The approximation for the exponential
cutoff Kc�t� holds for t /��1 / �7�2/3�.

To analyze the exponential cutoff in dependence of the
dimension, in Fig. 7 we compare the starting point 1 / �R0

2k1
2�

of the long-time behavior �region c in Fig. 6� for spheres and
cylinders. For a given volume fraction, the exponential cutoff
in the three-dimensional case starts at significantly smaller
values. The linear segment in the double-logarithmic plot

reflects the dependence of the first eigenvalue on the volume
fraction in form of a power law according to Eqs. �A4� and
�A16�.

IV. GENERALIZED MOMENT ANALYSIS

A. Monoexponential Padé approximation

The generalized moment expansion method36,44–47 al-
lows an analytical treatment of the approximate time behav-
ior of K�t�. In particular, it provides the possibility of obtain-
ing approximate analytical expressions for the time constant
of the exponential cutoff which corresponds to the lowest
eigenvalue. In the following, we give a short review of the
basic ideas. The starting point of the generalized moment
approximation �GMA� is the Laplace transformation of the
correlation function �given in Eq. �7�� yielding

K̂�s� =
1

V
�

V

d3r��r�
1

s − D�
��r� . �53�

K̂�s� can be expanded in a power series of s for the long-time
behavior and in a power series of 1 /s for the short-time
behavior

lim
s→0

K̂�s� = 	
n=0

�

�−�n+1��− s�n,

�54�

lim
s→�

K̂�s� =
1

s
	
n=0

�

�n�−
1

s
�n

,

where the low-frequency moments �−�n+1� corresponding to
the long-time behavior and high-frequency moments �n cor-
responding to the short-time behavior are given by

�−�n+1� =
�− 1�n

n!
lim
s→0

dnK̂�s�
dsn , �55�

=
1

n!
�

0

�

dttnK�t� , �56�

�n =
�− 1�n

n!
lim
s→�

dn�sK̂�s��
d� 1

s �n , �57�

=lim
t→0

dnK�t�
dtn . �58�

Introducing the correlation function �Eq. �7�� into Eq. �56�,
for negative n, we obtain

�−n =
1

V
�

V

d3r��r��− D��−n��r� . �59�

These moments �−n depend on the shape of the magnetized
object G and the diffusion coefficient D of the surrounding
medium only. In view of the expansions �56�, we will refer to
�−n as the low-frequency moments. To determine the high-
frequency moments �n, the correlation function �Eq. �7�� has
to be introduced into Eq. �58�, e.g., for n=1, we obtain

FIG. 6. Regimes for the time evolution of the correlation function for re-
stricted diffusion around a cylinder. The solid line represents the analytical
form of the correlation function obtained from Eq. �11� with initial value
from Eq. �29� for a volume fraction �=0.001. The �a� short-, �b�
intermediate-, �c� and long-time behaviors are given in Eqs. �50�–�52�.

FIG. 7. Starting point 1 / �R0
2k1

2� of the long-time behavior for cylinders and
spheres obtained from Eqs. �24� and �38�. For small volume fractions, we
obtain from Eqs. �A4� and �A16� the approximation R0

2k1
2
�4+d��2/d,

which corresponds to the linear regime in the double-logarithmic plot.
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�1 = −
D

V
�

V

d3r����r��2. �60�

The general expressions �Eqs. �59� and �60�� obtained above
are applied to the two shapes of the magnetized object: cyl-
inders and spheres. For negative n, the moments can be ex-
pressed by simple quadratures. Therefore, we write Eq. �59�
in the form

�61�

For this purpose, we define the moment function
�−n�r� �n�0�, which satisfies the equation

�− ��n�−n�r� = ��r� . �62�

To determine the moments with negative index �−n, we have
to solve this differential equation with the appropriate reflec-
tive boundary conditions on the surfaces. The moment �0 is
identical to the initial value K�0� given in Eq. �14� and has
the simple form

�0 = ��2�r�� . �63�

The correlation function K�t� can be approximated by a
monoexponential decay in the form

K�t� 
 k�Nh,Nl�
�t� = f �Nh,Nl�

e−��Nh,Nl�
t, �64�

where the prefactor f �Nh,Nl�
and the decay constant ��Nh,Nl�

are
closely related to the moments �n. According to Eq. �53�, the

Laplace transformation K̂�s� of the correlation function can
be approximated by a Lorentzian in the form

K̂�s� 
 k̂�Nh,Nl�
�s� =

f �Nh,Nl�

s + ��Nh,Nl�
, �65�

where two parameters have to be determined. This can be
done by a �Nh ,Nl�-Padé approximation, where Nh is the num-
ber of high-frequency moments and Nl is the number of low-

frequency moments �Nh+Nl=2�. The Padé approximant k̂�s�
should describe the low-frequency and high-frequency be-

haviors of Eq. �54� of K̂�s� to a desired degree. We require

that k̂�s� reproduces Nh high-frequency and Nl low-frequency
moments and refer to the resulting description as the
�Nh ,Nl�-generalized moment approximation ��Nh ,Nl�-GMA�.
This description represents a two-sided Padé
approximation48,49 around s=0 and s=�.50 The parameters
f �Nh,Nl�

and ��Nh,Nl�
are determined by the generalized mo-

ments �n. For negative index, we introduce Eq. �64� into Eq.
�56� and obtain

f �Nh,Nl�
��Nh,Nl�

m = �m,

m = − Nl,Nh − 1. �66�

For positive index �m�0�, we introduce Eq. �64� into Eq.
�58� and obtain

�− 1�mf �Nh,Nl�
��Nh,Nl�

m = �m,

m = − Nl,Nh − 1. �67�

Knowing the moments �n, the solution of Eqs. �66� and �67�
provides a monoexponential approximation of the correlation
function. The quantities of the left hand side of Eq. �66� or
�67� can directly be acquired from the monoexponential ap-
proximation of the correlation function according to Eq.
�64�, while the moments �n of the right hand side of Eqs.
�66� and �67� are closely related to the shape of the magne-
tized object as discussed above.

It is worth noting that it is easier to determine the gen-
eralized moments �n in the case of unrestricted diffusion
since the problem could be solved in terms of the Laplace
transformation. From Eqs. �55� and �57�, it is obvious that

the moments �n follow from K̂�s� by simple differentiation.
However, since asymptotic expansions for the correlation
function are available, in this case exploiting the Laplace
transformation, the Padé approximant of the correlation
function will be calculated in the case of restricted diffusion
only.

It is reasonable to define the ratio of successive moments
in the form

�n = � �n

�n+1
� . �68�

It can be shown that the series 1 /�n converges to the lowest
eigenvalue of Eq. �10�.35 This follows from Koenig’s theo-
rem, a very general result on the zeros of Padé
approximants,51,52 i.e.,

k1
2 =

1

D
lim
n→�

�−n

�−�n+1�
. �69�

This first eigenvalue is used in Eq. �13� to describe the long-
time behavior of the correlation function. Thus, the statement
of Koenig’s theorem can be used to determine the first eigen-
value to an arbitrary exactness by using appropriate succes-
sive moments. The ratio �−1=�−1 /�0, also known as mean
relaxation time53–55 and related to the well-known first pas-
sage time, is used quite often as an approximation to the
inverse of the first possible eigenvalue.54 The quantity

qn = ��n�n
n� = ��n

n+1

�n+1
n � �70�

is the amplitude of the monoexponential decay and therefore
an approximation to the contribution of the exponential cut-
off of the decay of K�t� if low-frequency moments are
used.35,56

In the �1,1�-GMA, one low-frequency moment and one
high-frequency moment are taken into account, i.e., in Eq.
�66� we have m=−1,0 and obtain ��1,1�=�0 /�−1=1 /�−1 and
f �1,1�=�0=q−1. From Eq. �56�, it is easy to see that the cor-
relation time �−1 can be written in the form
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�−1 = �
0

�

dt
K�t�
K�0�

= �
0

�

dttPc�t� . �71�

The rate Pc�t�=−�tK�t� /K�0� can be viewed as a “correlation
time distribution”. We therefore refer to �−1 as the “mean
correlation time” and the �1,1�-GMA as the “mean correla-
tion time approximation” �MCTA�. MCTA is completely
analogous to the “mean relaxation time approximation” in
nuclear spin dephasing57 and analogous to the “mean first
passage time approximation” in reaction-diffusion
processes.58 The short-time behavior of the correlation func-
tion is approximated by considering the two possible high-
frequency moments �0 and �1. According to Eq. �67�, this
�2,0�-GMA leads to ��2,0�=−�1 /�0=1 /�0 and f �2,0�=�0=q0.
To describe the correlation function for long times, we take
the two possible low-frequency moments �−1 and �−2 into
account, i.e., we are in the �0,2�-GMA. From Eq. �66�, we
have m=−2,−1 and obtain ��0,2�=�−1 /�−2=1 /�−2 and f �0,2�
=�−1

2 /�−2=q−2.
It is possible to generalize this result in the case of a

monoexponential approximation. Using arbitrary successive
moments, we find

Ki�t� = q−ie
−t/�−i = ��1−i

i

�−i
i−1�e−t��1−i/�−i�, �72�

with i�0 using only high-frequency moments, i=1 using the
lowest high-frequency and the lowest low-frequency mo-
ment, and i�2 using only low-frequency moments. With
this, it is possible to adjust the monoexponential approxima-
tion to the according time domain of interest. Thus, we can
write Koenig’s theorem in the form

lim
i→�

Ki�t� = Kc�t� , �73�

where the long-time behavior of the correlation function
Kc�t� is given in Eq. �13�.

B. Cylinders and spheres

To analyze the correlation function of spins diffusing
between two concentric cylinders using the GMA, it is nec-
essary to find the moments �n as described in Sec. IV A. In
order to solve the differential Eq. �62� in the case of cylin-
ders and spheres, the angle dependent part of the local Lar-
mor frequency �Eqs. �20� and �34�� is separated and we use
the ansatz

�−n�r� = �−n�r���r�rd. �74�

This leads directly to an iterative set of equations for the
functions �−n�r�

��d,r −
2d

r2 ��−n�r� = − �−�n−1��r� , �75�

which can be solved by

�−n�r� = �2d

r2 − �d,r�−n 1

rd . �76�

The differential Eq. �75� can be transformed to an Euler dif-
ferential equation. Using the general expression �74� for the

solution of the differential Eq. �62�, we find the expression

�−n =
7d − 9

5

��2

Dn

�

1 − �
R0

2�
R0

R

dr
�−n�r�

r
�77�

for the low-frequency moments given in Eq. �59� The evalu-
ation of the integral is straightforward and can be expressed
in the general form

�n =
��2

�n ln��� . �78�

For n=−3,−2,−1,0 ,1, the results for ln��� are given in Ap-
pendix C. To demonstrate the dependence of the monoexpo-
nential approximation on the chosen moments �n, different
cases are visualized in Fig. 8 for the correlation function
around cylinders �d=2�. It can clearly be seen that the initial
value of Ki�t� , i�1 decreases with increasing i. The expo-
nential cutoff begins at longer times for increasing i. As ex-
pected from Koenig’s theorem, the approximants derived by
successive moments converge to the long-time approxima-
tion given in Eq. �13� obtained by the lowest eigenvalue of
Eq. �10�.

C. Visualization of Koenig’s theorem

Koenig’s theorem considers general properties of power
series51 and has applications in the numerical solution of
nonlinear equations52 and the factorization of analytic
functions.59,60 In the situation we deal with here, it states that
the ratio of successive moments �−n converges to the lowest
eigenvalue Dk1

2 �see Eq. �69� above�. The lowest eigenvalue
can be obtained exactly by numerically solving the appropri-
ate eigenvalue equation, Eq. �24� for the cylinder and Eq.
�38� for the sphere, respectively. Furthermore, a Taylor ex-
pansion of these eigenvalue equations is analyzed in Appen-
dix A, yielding the corresponding approximations for the
first eigenvalue given in Eqs. �A4� and �A16�. In Fig. 9, we
demonstrate the predictions of Koenig’s theorem and com-
pare them with the Taylor expansion. As expected, for higher

FIG. 8. Monoexponential approximations Ki�t� of the exact correlation
function K�t� �solid line� in the cylindrical case for a volume fraction of �
=0.001. The monoexponential functions Ki�t� are obtained from Eq. �72�
using the moments �Eq. �78��. The long-time approximation Kc�t� �dashed
line� is given by Eq. �13� with the first eigenvalue k1 obtained from Eq. �24�.
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moments, the approximation converges to the exact first ei-
genvalue. All ratios of successive moments are larger than
the first exact eigenvalue, while the approximate value ob-
tained from the Taylor expansion is smaller. Therefore, these
approximants can be used to define a search interval for the
numerical solution of Eqs. �24� and �38�.

We note that for volume fraction �=1, all successive
moment ratios are identical and equal to the first eigenvalue,
i.e.,

�
�−n�� = 1�

�−�n+1��� = 1�
= R0

2k1
2�� = 1� = 2d . �79�

This simply reflects the fact that in this limit, the frequency
correlation function exhibits a monoexponential decay with
the respective eigenvalue as time constant.

For small volume fractions �, we observe the opposite
behavior. The first ratio—corresponding to the inverse of the
normalized mean correlation time �� /�−1=��0 /�−1, see Eqs.
�68� and �71� for their definition�—deviates significantly
from the exact lowest eigenvalue according to Eq. �24� and
�38�. One has to bear in mind that the mean correlation time
approximates the time evolution of the correlation function
as a monoexponential decay. Since for small volume fraction
the formation of a power-law decay is observed at interme-
diate times �cf. Fig. 5 for the cylindrical case�, this deviation
reflects the strong nonexponential decay of the frequency
correlation function.

V. SUMMARY AND DISCUSSION

Considering the magnetized objects in an external mag-
netic field, we analyzed the diffusion process of the sur-
rounding spins in terms of the correlation function. In order
to perform this analysis, we used an eigenfunction expansion
in the case of reflective boundaries and exploited the results
of a Laplace analysis in the case of unrestricted diffusion.
With these expressions at hand, it is possible to determine the
influence of the boundary conditions on the time evolution of

the correlation function according to the chosen geometry
parameters. If the diffusion is restricted to the space between
two concentric objects, the correlation function can, in gen-
eral, be written as the sum K�t�=	n
n

2 exp�−Dkn
2t�. The ex-

pansion coefficients 
n and the eigenvalues kn were studied
in detail. The functional form of the correlation function ex-
hibits three different regimes. For each regime, we gave
simple approximations for the correlation function as well as
the range of their validity. To achieve this, we connected
results from the analysis of the unrestricted diffusion for
short and intermediate times with the exponential cutoff that
appears in the long-time limit as a special feature of the
restricted case.

We discussed the influence of the volume fraction �,
which—in many applications—is an important parameter
that determines the behavior of the system. For small volume
fractions, the correlation function of the restricted diffusion
process tends to the correlation function of the unrestricted
diffusion �see Eq. �48��. The unrestricted case is applicable to
an isolated object and corresponds to an extremely small
volume fraction and short times t��.

Unlike the case of a single magnetized object, the regu-
lar arrangement of the capillaries combined with the point
symmetry of the frequency ��r�=��−r� ensures that the dif-
fusion process is correctly described for larger volume frac-
tions or in the long-time limit. Thus, in our case, the influ-
ence of the neighboring objects on the resonance frequency
along the trajectory of the spin can be substituted by a re-
flection at the outer boundary �see Fig. 1�.

The limit of a very high volume fraction is more of
mathematical interest. In this case, the deviation due to the
fact that cylinders and spheres cannot cover a space without
overlapping is not negligible. However, from a mathematical
point of view, it is interesting that the correlation function
shows a monoexponential decay that is governed by the first
eigenvalue if the dephasing is restricted to the surface of a
cylinder or a sphere.

To validate the results of the eigenfunction expansion,
we performed a two-sided Padé approximation and obtained
simple expressions for the case of restricted diffusion in the
short- and long-time limits. Starting with the Laplace trans-
form of the correlation function, we obtained analytical ex-
pressions for the high-frequency and low-frequency mo-
ments, respectively. With the help of these moments, we
were able to choose the parameters of the Padé approximant
to better match the desired properties in the long- or short-
time limit. This could be utilized if the underlying problem
focuses on very short or very long times to obtain better
results.

The low-frequency moments obtained for cylinders and
spheres enable us to confirm the well-known Koenig theo-
rem: We could show that the ratio of successive moments
converges to the exact first eigenvalue. As expected, for
higher volume fraction, the successive moments coincide
with the exact first eigenvalue, which reflects the pure mo-
noexponential decay of the correlation function if the diffu-
sion occurs in an infinitely thin shell.

Jensen and Chandra19 demonstrated that there is a close
relationship between the T2 relaxation time of a Carr–

FIG. 9. Dependence of the ratio of successive moments
��−n��� /�−�n+1����= l−n��� / l−�n+1���� on the volume fraction � obtained
from Eq. �78� for the cylindrical case. The numerically exact eigenvalue
�solid line� can be obtained by solving Eq. �24�. The approximant of the first
eigenvalue from the Taylor expansion �dashed line� is given in Eq. �A4�. For
�=1, all graphs take the value R0

2k1
2=4 and ��−n�1� /�−�n+1��1�=4.
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Purcell–Meiboom–Gill sequence and the correlation func-
tion. Thus, knowledge of the correlation function for re-
stricted as well as unrestricted diffusion provides information
about sophisticated pulse sequences.

It is worth noting that the monoexponential decay in the
�1,1�-GMA is characterized by the time constant �−1

=�−1 /�0, which coincides with the mean correlation time
described in Refs. 8 and 20. When reflective boundary con-
ditions are assumed on both surfaces, the time constant �−1

obtained is the same as the mean correlation time for reflec-
tive boundary condition �ref in Eq. �33� for cylinders and in
Eq. �29� for spheres in the work of Ziener et al.20

It is important to note that the time course of the corre-
lation function depends only on the normalized time t /� �cf.
Fig. 5�. This is a general property of the correlation function
and coincides with the results in Ref. 61.
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APPENDIX A: EIGENVALUES OF THE SPECTRAL
EXPANSION

The aim of this appendix is to give some helpful com-
ments to find the eigenvalues kn of the spectral expansion in

the case of restricted diffusion. The eigenvalue equation is
obtained from the reflective boundary conditions on the sur-
face of the magnetized object and on the surface of the voxel,
i.e.,

� �

�r
	n�r,���

r=R0

= 0 = � �

�r
	n�r,���

r=R

. �A1�

This eigenvalue equation can easily be solved
numerically using a specialized computer program such as
MATHEMATICA® �Wolfram Research, Inc., Champaign, IL�.62

Nevertheless, it is reasonable to find approximations for
these eigenvalues. The long-time behavior of the correlation
function is represented by the lowest eigenvalue. Thus, it is
helpful to obtain information about this first eigenvalue k1.
There are two possibilities to consider. The first one is a
Taylor expansion of the eigenvalue Eq. �A1�. The second
method to obtain information about the lowest eigenvalue is
Koenig’s theorem described in Eq. �69�, which uses the re-
sults of the GMA.

Since there is an infinite number of eigenvalues, numeri-
cal evaluation of them is difficult. Hence, for numerical
algorithms,63 it is imperative to use a good initial value for
calculating the several eigenvalues. Information about these
initial values can be obtained from an asymptotic expansion
of the eigenvalue Eq. �A1� for large arguments.

In the case of cylinders, the eigenvalue equation �A1�
leads to Eq. �24�. The according command in
MATHEMATICA® is64

�k1, . . . ,kn� = �BesselJPrimeYPrimeJPrimeYPrimeZeros�2,R/R0,n��/R0, �A2�

which gives the first n eigenvalues.
For small arguments, the derivatives of the Bessel func-

tions can be written in terms of a Taylor expansion, which
enables us to give an approximation of the function f�k� in
Eq. �24� for small arguments,

fs�k� 

k2�R6 − R0

6� + 6�R0
4 − R4�

3�k2R3R0
3 . �A3�

Thus, the first zero of the original eigenvalue Eq. �24� can be
approximated by the zero of Eq. �A3�

k1
2 


6�

R0
2

1 − �2

1 − �3 

6�

R0
2 , �A4�

which tends for small volume fractions �→0 to k1
2


6� /R0
2. The limiting case �→1 of this first eigenvalue

yields

lim
�→1

k1
2��� =

4

R0
2 . �A5�

This is a specific characteristic of the first eigenvalue since
all other eigenvalues tend to infinity in this limit �see Fig. 3�.
From the well-known large argument asymptotics of the
Bessel functions of the first and second kind, an asymptotic
expansion of the function f�k� in Eq. �24� leads to an expres-
sion for large arguments,

f l�k� 

2 sin k�R − R0�

k�
R0R
. �A6�

The zeros of this asymptotic expansion are the approximate
eigenvalues

kn
2 


n2�2

�R − R0�2 =
n2�2

R0
2

1

��−1/2 − 1�2 . �A7�

A Taylor expansion leads to an expression for the eigenval-
ues for small volume fractions for n�1,
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kn
2R0

2 
 n2�2� . �A8�

This power-law dependence corresponds to the linear seg-
ment for small volume fractions in Fig. 3.

In the case of spheres, the eigenvalue equation Eq. �A1�
leads to Eq. �38�. In the current Version 6.0 of MATH-

EMATICA®, there is no command for spherical Bessel func-
tions equivalent to the command �Eq. �A2��. Therefore, it is
necessary to use the command FindRoot, which requires ap-
propriate boundaries of the search interval. To find these
boundaries, an analysis of the spherical eigenvalue equation
is performed.

The spherical Bessel functions can be expressed in terms
of trigonometric functions. Thus, Eq. �38� can be written in
the form

k�R0 − R�A�k,R,R0�cos�k�R0 − R��

= B�k,R,R0�sin�k�R0 − R�� �A9�

with the abbreviations

A�k,R,R0� = 4R2R0
2k4 − 9�R2 − 3R0R + R0

2�k2 + 81,

B�k,R,R0� = R3R0
3k6 + RR0�− 9R2 + 16R0R − 9R0

2�k4

− 9�4R2 − 9R0R + 4R0
2�k2 + 81.

The eigenvalue Eq. �A9� can be written in the form

tan�k�R0 − R��
k�R0 − R�

=
A�k,R,R0�
B�k,R,R0�

, �A10�

which enables us to consider the limiting case R0→R for the
left hand side of the equation

lim
R0→R

tan�k�R0 − R��
k�R0 − R�

= lim
�→1

tan�k�R0 − R��
k�R0 − R�

= 1 �A11�

and the right hand side of the equation

lim
R0→R

A�k,R,R0�
B�k,R,R0�

= lim
�→1

A�k,R,R0�
B�k,R,R0�

�A12�

=
4R0

4k4 + 9R0
2k2 + 81

R0
6k6 − 2R0

4k4 + 9R0
2k2 + 81

= 1. �A13�

Equation �A13� can be solved and we finally arrived for this
limiting case,

lim
�→1

k1
2��� =

6

R0
2 . �A14�

For small arguments, the derivatives of the spherical Bessel
functions can be written in terms of a Taylor expansion,
which enables us to give an approximation of the function
f�k� for small arguments,

fs�k� 

6

5

1

k3�R0

R4 −
R

R0
4� +

18�R7 − R0
7� + 7R2R0

2�R0
3 − R3�

105kR4R0
4 .

�A15�

Thus, the first zero of the original eigenvalue Eq. �38� can be
approximated by the zero of Eq. �A15�,

k1
2 


1

R0
2

126�2/3�1 − �5/3�
18 − �2/3�7 − 7� + 18�5/3�



7�2/3

R0
2 , �A16�

which tends for small volume fractions ��0 to k1
2


7�3/2 /R0
2. In the limit �→1, this eigenvalue tends to 6 /R0

2,
which is in agreement with Eq. �A14�.

From the well-known large argument asymptotics of the
spherical Bessel functions of the first and second kind, an
asymptotic expansion of Eq. �38� leads to an expression for
large arguments,

f l�k� 

sin �k�R − R0��

k2RR0
. �A17�

The zeros of this asymptotic expansion are the approximated
eigenvalues

kn
2 


n2�2

�R − R0�2 =
n2�2

R0
2

1

��−1/3 − 1�2 . �A18�

A Taylor expansion leads to an expression for the eigenval-
ues for small volume fractions for n�1,

kn
2R0

2 
 n2�2�2/3. �A19�

APPENDIX B: ANALYTICAL EXPRESSIONS FOR THE
EXPANSION COEFFICIENTS

In this appendix, we present the expression for the ex-
pansion coefficient 
n

2. In the case of cylinders, we find


n
2 =

2��2�/�1 − ��
J2��knR0�Y2��knR0�

�Y2��knR0��J1�knR0� − 
�J1�knR�� − J2��knR0��Y1�knR0� − 
�Y1�knR���2

Y2��knR0�
J2��knR0�

�P�knR� − P�knR0�� +
J2��knR0�
Y2��knR0�

�Q�knR� − Q�knR0�� − 2

�

�S�knR� − S�knR0��
. �B1�

The abbreviations P�x�, Q�x�, and S�x� are given as

P�x� = x2J1
2�x� + x2J2

2�x� − 4J1�x�J2�x� ,
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Q�x� = x2Y1
2�x� + x2Y2

2�x� − 4Y1�x�Y2�x� ,

S�x� = x2G3,5
2,2�x, 1

2� 0, 1
2 , − 1

2

0, 2, − 2, − 1, − 1
2

� , �B2�

where the Meijer G-function is defined as65

Gm,n
p,q�z,r�a1, . . . ,ap

b1, . . . ,bq
� =

1

2�i
�

�L

ds
� j=1

m
��bj + s�� j=1

n
��1 − aj − s�

� j=n+1

p
��aj + s�� j=m+1

q
��1 − bj − s�

z−s/r �B3�

and the contour �L lies between the poles of ��1−ai−s� and the poles of ��bi+s�.
In the case of spheres, the expansion coefficients can be written in the form


n
2 =

48��2�/�1 − ��
5j2��knR0�y2��knR0�

�y2��knR0���T�knR� − T�knR0�� − j2��knR0���U�knR� − U�knR0���2

y2��knR0�
j2��knR0�

�V�knR� − V�knR0�� +
j2��knR0�
y2��knR0�

�W�knR� − W�knR0�� − 2�X�knR� − X�knR0��
, �B4�

with the abbreviations

T�x� = x cos x − sin x , U�x� = cos x + x sin x ,

V�x� =
1

x3 �2x4 − 6�1 + x2� + 6�1 − x2�cos 2x + x�12 − x2�sin 2x� ,

W�x� =
1

x3 �2x4 − 6�1 + x2� + 6�x2 − 1�cos 2x + x�x2 − 12�sin 2x� ,

X�x� =
1

x3 �x�x2 − 12�cos 2x + 6�1 − x2�sin 2x� . �B5�

APPENDIX C: AUXILIARY FUNCTIONS FOR CALCULATING THE GENERALIZED MOMENTS

In this appendix, we list the functions ln��� that are necessary to calculate the moments �n in Eq. �78�. They can be
obtained for negative indices from Eq. �77� and the first positive moment is calculated using Eq. �60�. In the cylindrical case,
the functions are given by

l1��� = − 2��1 + �� , l0��� =
�

2
,

l−1��� =
1

8

� ln �

� − 1
, l−2��� = 1

32 ,

l−3��� =
1

256

�

1 − �
�3

4

1 − �2

�2 +
�ln ��2

1 − �2 � . �C1�

In the three-dimensional case, the functions ln��� can be obtained similarly to the cylindrical case and are given by

l1��� =
36

5
�

1 − �5/3

� − 1
,

l0��� = 4
5� ,

l−1��� =
��32�1 + �4/3� + 37��1/3 + �� + 42a2/3�

90��2/3 + �1/3 + 1���4/3 + � + �2/3 + �1/3 + 1�
,
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l−2��� =
�2/3

11 340��2/3 + �1/3 + 1���4/3 + � + �2/3 + �1/3 + 1�2 �972�1 + �8/3� + 1684��1/3 + �7/3� + 2271��2/3 + �2� + 2733��

+ �5/3� + 3580�4/3� ,

l−3��� =
1

1 143 072��2/3 + �1/3 + 1���4/3 + � + �2/3 + �1/3 + 1�3 �6021�1 + �14/3� + 24084��1/3 + �13/3� + 47034��2/3 + �4�

+ 80260�� + �11/3� + 125533��4/3 + �10/3� + 180466��5/3 + �3� + 215176��2 + �8/3� + 230452�7/3� . �C2�
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